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Abstract

This paper presents a preliminary study on the use of symbolic
prosody extracted from the speech signal to improve parameters
prediction on HMM-based speech synthesis. The relationship
between the prosodic labelling and the actual prosody of the
training data is usually ignored in the building phase of corpus
based TTS voices. In this work, different systems have been
trained using prosodic labels predicted from speech and com-
pared with the conventional system that predicts those labels
solely from text. Experiments have been done using data from
two speakers (one male and one female). Objective evaluation
performed on a test set of the corpora shows that the proposed
systems improve the prediction accuracy of phonemes duration
and FO trajectories. Advantages on the use of signal-driven
symbolic prosody in place of the conventional text-driven sym-
bolic prosody, and future works about the effective use of these
information in the synthesis stage of a Text To Speech systems
are also described.

Index Terms: statistical parametric speech synthesis, HMM-
based speech synthesis, prosody prediction, symbolic prosody,
ToBI.

1. Introduction

Modern TTS systems consist of two modules. The first one
(called NLP or front end module) processes the input text and
extracts a symbolic phonetic/linguistic representation of the ut-
terance. The second one is the waveform generation module,
that receives data from the front end and takes care of generat-
ing the audio signal. In statistical parametric synthesis systems,
the waveform generation module incorporates acoustic models.
They are trained using both linguistic information (evaluated by
the NLP module) and parameters extracted from the speech sig-
nal.

Some of the most important linguistic features used by cur-
rent statistical parametric speech synthesis systems are listed
in [1]. The work presented here focuses on those features re-
ferring to the category of symbolic prosody, that is a compact
representation useful to describe how the prosodic parameters
vary inside an utterance. These features, called prosodic labels,
have the peculiarity of representing speech properties belonging
to both acoustic and symbolic linguistic domains.

For example, the ToBI standard [2] represents prosody us-
ing break indices that describe the degree of disjuncture be-
tween consecutive words and the tones associated with phrase
boundaries and pitch accents.

While other features (like phonetic features, syllable fea-
tures, part of speech, ...) depend on linguistic rules that ap-
ply solely to textual information, the symbolic prosody is also
strongly related to the way in which the speaker has uttered the

sentence. However, since the input of a TTS is text, usually
symbolic prosody is evaluated only from text [3], using both
handwritten rules or statistical methods.

Recently, researchers have investigated different methods
for symbolic prosody extraction from the speech signal [4, 5, 6]
in the field of speech analysis and recognition. The symbolic
prosody evaluated from the actual speech signal, as opposed to
the text-driven symbolic prosody, will be referred to as signal-
driven symbolic prosody in this paper.

The purpose of this work is to investigate how the use of
signal-driven prosodic information can improve the naturalness
of parametric speech synthesis. This is determined experimen-
tally by building different HMM-based systems that use differ-
ent symbolic prosody estimation strategies, and comparing the
parameter predictions with an objective assessment on a test set.

The work presented here is a preparatory study on the use
of signal-driven symbolic prosody in TTS systems. The objec-
tive evaluation is important in this preliminary analysis stage
because it is an indicator of what improvement on parameters
prediction accuracy could be achieved if the signal-driven sym-
bolic prosody was used in the synthesis phase of a Text To
Speech system.

Anyway, this paper does not propose a technique ready for a
TTS system, because the prediction of the prosodic labels from
text is missing in this work.

However, this study is a first step towards the creation of
a signal-driven symbolic prosody predictor from text, trained
with linguistic features and signal-driven prosodic labels ex-
tracted respectively from text and audio data of a TTS speech
corpus.

Therefore, the main advantage of the signal-driven sym-
bolic prosody in TTS systems is that the prosodic labels are
consistent with the speech corpus. Consequently it will be pos-
sible to model and predict the symbolic prosody of a specific
speaker, or his particular speaking style used in the corpus.

The paper is organised as follows: Section 2 presents a dis-
cussion on how the paper’s contributions are related to prior
work in the field; Section 3 describes the tool used to extract
the signal-driven symbolic prosody from the speech corpus; the
different systems built, the experimental settings and the results
are described on Section 4; finally, Section 5 concludes the pa-
per and proposes some future developments.

2. Motivation

Efforts in the TTS field are always aiming at improving the nat-
uralness of synthetic speech; one of the key challenges is the
prediction of prosody and in particular on the fundamental fre-
quency (FO). Research in this area is trying to improve the ac-
curacy of estimates for this task, investigating new models for
FO [7, 8, 9], using different training methods [10], or experi-
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menting on new topologies of the multi stream model used in
classical HMM-based speech synthesis systems [11].

Other research works investigate on how different symbolic
linguistic features can improve TTS quality; for example [12]
reported on an investigation on how high level linguistic fea-
tures extracted from text can improve the quality of prosody
modelling, and [13] analysed the identification and generation
(from text) of prosodic prominence in HMM-based TTS syn-
thesis.

Symbolic prosody is a default feature used in standard train-
ing of a HMM-Based system [1]. The prosodic labels are as-
signed according to information extracted from text [3].

Regarding the use of symbolic prosody in the training phase
of statistical parametric speech synthesis, the assumption is that
there is some consistent relationship between the prosodic la-
belling and the actual prosody of the training data. This assump-
tion is not always true if the symbolic prosody is predicted only
from text. In fact, because the symbolic prosody is also linked
to acoustical parameters, it is possible for different prosodic la-
bels to be associated to the same sentence, uttered by different
speakers (between-speakers variability). Moreover, prosodic la-
bels may also change depending on how a single speaker pro-
nounces the same sentence (within-speaker variability).

In all the works cited above the features used are totally ex-
tracted from text, ignoring relations with the acoustic signal of
the corpus used for the training. In fact, classic corpus-based
voice building methods do not care if the sentences of the train-
ing corpus are actually uttered by the speaker according to the
particular prosody described by text-predicted prosodic labels.

On the contrary, the procedure presented in this paper ex-
tracts the symbolic prosody features from the speech signal, in
order to make use of the relationship between the prosodic la-
belling and the actual prosody of the training data.

This relationship has been investigated in [14], where an
HMM-based TTS system built with hand annotated labels of
ToBI events obtained the best result on the evaluation test.

However, differently from that experiment, this paper pro-
poses the use of tools that automatically extract the sym-
bolic prosody directly from audio, making the procedure repro-
ducible in several TTS corpora, without the need of manual an-
notation. The hypothesis of this work is that the HMM models
can improve TTS quality if trained with signal-driven prosodic
labels that are supposedly more coherent with the audio samples
of the corpus than the text-predicted labels.

This assumption is similar to the one that motivates the use
of multiple pronunciation words in phonetized lexicon. In that
case, a speaker could have uttered a word with phonemes that
are different from those expected by the TTS training system.
Ignoring this difference leads to a bad training of the models. In
this case, being able to automatically recognize which phoneme
has been actually pronounced by the speaker allows to build a
system which can train HMM models with more appropriate
phonetic labels. Similarly, the work presented here studies the
possibility to train the models of a TTS system with the prosodic
labels that best describe the actual statement of the speaker.

3. Signal-driven symbolic prosody

In order to compute the signal-driven symbolic prosody, it has
been decided to use the AuToBI system [5], because it is a pub-
licly available tool for automatic detection and classification of
the prosodic events that adheres to the ToBI annotation standard
used in many TTS front-end.

AuToBI operates by predicting prosodic events at the word
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level using the speech signal and its word segmentation. The
generation of the hypothesized ToBI labels consists of different
tasks of tones’ detection and classification using models trained
on prosodic annotated corpora.

The accuracy of the detection and classification tasks has
been evaluated in [5], reporting good results for pitch accent
and satisfactory results for phrase boundaries.

Using the signal-driven symbolic prosody, instead of text
driven prosody, within the training stage of a corpus based TTS
system, the actual prosody of the training data is taken into con-
sideration.

Table 1 shows a sentence and two ToBI transcriptions: the
first one is predicted using a linguistic front-end that makes
use only of the text, while the second one was obtained using
AuToBI and the speech signal. The first transcription depends
only on the text, regardless of the particular pronunciation. On
the other hand, the second one can highlight peculiar prosodic
events actually uttered by the speaker.

| Text | “Tom  Spink has a harpoon.”
Transcription 1 | L+H*  L+H* 'H*
L-L%
Transcription 2 | L* L* L*
H- L- L-L%

Table 1: Two ToBI transcriptions of the same sentence, the for-
mer is predicted from text, the latter from speech signal using
AuToBlI.

4. Experiments
4.1. Systems Built

All systems have been built using a modified version of
MaryTTS 5.0 [15] as linguistic front end for extracting mono-
phone and full context labels, while the phonetic alignment has
been done using HTK 3.4.1 [16].

The HTS HMM speech synthesis toolkit version 2.2 [17]
has been used for building the models; mgc (mel-generalised
cepstrum) spectral parameters and voicing strengths for mixed
excitation [18] are modelled using continuous probability dis-
tribution, while logFO parts are modelled using the multi-space
probability distribution (MSD) [19]. The systems have been
built using the default speaker-dependent parameters of HTS:
i) decision tree based state clustering; ii) separate streams to
model each of the static, delta and delta-delta features; iii) sin-
gle Gaussian models.

The following three systems have been built for the evalua-
tion.

4.1.1. BASE system

The baseline system uses the fext-driven symbolic prosody
computed by the MaryTTS linguistic front-end. This compo-
nent contains handwritten rules that uses punctuation marks and
word’s POS information to determine the prosodic labels.

4.1.2. FULL system

The FULL system uses all the prosodic labels computed by
AuToBlI, including pitch accent, boundary tones and implicitly
also the break index associated with tones. This means that the
phrase splitting is controlled by AuToBI and not by punctuation.
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4.1.3. P-ACC system

This system is an hybrid system between BASE and FULL; in
this case the boundary tones and the phrasing is controlled by
the MaryTTS linguistic front-end, while the pitch accents are
assigned by AuToBI. The P-ACC system has been created be-
cause AuToBI has proven to give slightly worse prediction re-
sults of phrase boundaries than pitch accents [5].

4.2. Experimental settings

The systems described above have been evaluated on two CMU
ARCTIC speech synthesis data sets [20]. A U.S. female English
speaker (slt) and a U.S male English speaker (bdl) were used.
Each data set contains recordings of the same 1132 phoneti-
cally balanced sentences, totalling about 0.95 hours of speech
per speaker. To obtain objective accuracy measures, 300 sen-
tence has been used only for the test and the remaining 832
were used as training set.

Audio has been sampled at 16 kHz, the speech features used
were mel generalized cepstral coefficients of order 24 and band-
pass voicing strengths of order 5.

The AuToBI models used have been trained on U.S. English
speech. The z-score normalization approach has been used for
normalizing pitch and intensity values across speakers.

4.3. Evaluation indicators

The accuracy of the proposed technique has been evaluated ob-
jectively for each parameter x, comparing the predicted param-
eter zp and the natural one z .

The generation of the parameters has been done using the
maximum likelihood parameter generation algorithm where the
state sequence is given (case 1 of [21]), including global vari-
ance [22].

The comparison has taken into consideration the following
indicators: i) the root mean square error (RMSE) as measure of
the prediction error on the parameters; ii) the correlation coeffi-
cient (p) as measure of the similarity between the two parameter
trajectories; iii) the average number of leaf nodes (LEAVES) on
the clustered trees which represents model complexity [11].

In the case of FO, mgcep and strengths (all except the dura-
tion), the parameters taken into consideration are time trajecto-
ries. In these cases, model-level alignments given by label files
of natural speech have been applied in order to easily compare
the generated trajectories between natural speech and generated
speech.

4.4. Results
4.4.1. Duration

The model of duration is evaluated at the phoneme level, in this
case T, is the duration of the predicted phoneme and zn is
the duration of the natural one. Table 2 shows the result of
the objective comparisons among the three systems. It can be
observed that the P-ACC system is the best for both speakers.
The number of leaves of the clustered trees shows an increase
of the model complexity for the FULL system with respect to
the BASE system.

4.4.2. FO

Because FO is continuous in voiced regions and undefined in
unvoiced regions, also the voicing classification error (VCE) is
taken into accout. VCE, like in [7], is defined as the rate of
mismatched voicing label, and can be written as:

SYS [ RMSE (ms) o LEAVES
bdl | slt | bdl | sit | bdl | skt
BASE | 30.7 | 33.8 | 0.714 | 0.793 | 440 | 436
P-ACC | 29.7 | 33.5 | 0.740 | 0.799 | 451 | 425
FULL | 30.0 | 33.8 | 0.733 | 0.794 | 455 | 447

Table 2: Evaluation indices and model complexity for the
phoneme duration prediction, evaluated in the test set.

zﬁ 5 (Ve () # vey (1))

VCE =100

N ) ()]

where v, is the voiced binary index, that is equal to 1 if
the frame is voiced, O otherwise.

Table 3 shows the result of the objective comparisons
among the three systems for the task of FO prediction. Signal-
driven symbolic prosody (P-ACC and FULL) systems show an
improved accuracy on prosody prediction for what concerns
RMSE and correlation coefficients with respect to the BASE
system. A weak preference for P-ACC system against FULL
system can be given according to these two indices. The VCE
index shows a preference for FULL for bdl speaker and no
significant preference for slt speaker. Also in this case the
LEAVES indicator shows that the FULL models are more com-
plex than those of system BASE, while there are not significant
differences between P-ACC and BASE.

SYS [ RMSE (Hz) 3
bdl [ st | bdl [ sit
BASE | 19.4 | 13.8 | 0.628 | 0.738
P-ACC | 189 | 13.6 | 0.642 | 0.748
FULL | 19.1 | 137 | 0.632 | 0.744
SYS | VCE (%)
bdl [ slt | bdl [ st
BASE | 84 | 7.1 | 457 | 439
P-ACC | 86 | 7.1 | 456 | 436
FULL | 83 | 72 | 467 | 464

Table 3: Evaluation indices and model complexity for FO pre-
diction, evaluated in the test set.

A visual example of the generated pitch contours is illus-
trated in Figure 1, where it is plotted a comparison among FO
generation by system BASE, P-ACC and system FULL and the
natural speech. Both figures, the first for the male speaker and
the second for the female one, show that systems P-ACC and
FULL predict the pitch accent FO values in the middle of the
sentence (frames 150-200 for bdl, frames 200-250 for slt) more
accurately compared to the baseline.

4.4.3. Mgc and strength coefficients

In the cases of mgc and strength coefficients, the features
taken into consideration are multidimensional (size 24 for mel-
generalised cepstral coefficients and size 5 for strength coeffi-
cients), so the z-score normalization of each coefficient ¢ has
been computed:

=2 H )
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Figure 1: Two examples showing FO trajectories generated by
system BASE, system P-ACC and system FULL compared to
the pitch extracted from the audio (NATURAL). The two plots
refers to samples taken from bdl (male) and slt (female) test
sets, respectively.

the RMSE of each coefficient has been evaluated using this nor-
malized scale, in order to average these values and to present an
unique value (RMSE (2)).

Tables 4 and 5 show the results of the objective compar-
isons among the three systems for mel-generalised cepstral co-
efficients and strength coefficients. It can be observed that, with
the exception of strength coefficient for the speaker bdl (where
the system FULL improved the accuracy), no significant differ-
ences for these indicators can be appreciated with respect to the
system BASE.

4.5. Discussion

As seen in the above results, signal-driven symbolic prosody
systems (P-ACC, FULL) improve the accuracy on both dura-
tion and pitch prediction with respect to text-driven symbolic
prosody system (BASE). On these tasks P-ACC performs better
than FULL, possibly because the task of automatic boundary
tones detection and classification is more difficult than that of
pitch accent detection and classification. Actually, also AuToBI
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SYS [ RMSE (2) o LEAVES
bdl | st | bdl | sit | bdl | skt
BASE | 0.81 | 0.73 | 0.646 | 0.719 | 196 | 200
P-ACC | 0.81 | 0.73 | 0.647 | 0.720 | 195 | 200
FULL | 0.81 | 0.73 | 0.647 | 0.719 | 194 | 197

Table 4: Evaluation indices and model complexity for mel-
generalised cepstral coefficients prediction, evaluated in the test
set.

SYS [ RMSE (») 3 LEAVES
bdl [ sit | bdl [ slt | bdl | sit
BASE | 0.87 | 0.82 [ 0.622 | 0.634 | 91 | 84
P-ACC | 0.89 | 0.82 | 0.623 | 0.635 | 89 | 85
FULL | 0.85 | 0.82 | 0.622 | 0.635 | 91 | 84

Table 5: Evaluation indices and model complexity for strength
coefficients prediction, evaluated in the test set.

shows slightly worse results in the task of automatic boundary
tones detection [5].

Results on spectral features show no significant difference
between the proposed systems and the baseline.

With respect to the baseline system, the signal-driven sym-
bolic prosody systems bring an improvement that is more evi-
dent for the male speaker than for the female one.

This could depend on the fact that the AuToBI models used
for the symbolic prosody prediction have been trained on more
male than female speakers or they have been trained on speakers
more prosodically similar to bdl than slt.

5. Conclusions & further work

This paper has compared the use of signal-driven symbolic
prosody to the classical method (that extracts the symbolic
prosody from text) on the training stage of statistical parametric
speech synthesis. Two signal-driven symbolic prosody systems
have been built using labels computed from the AuToBI sys-
tem; these systems have been compared to the classical one.
Objective measures have shown that the use of signal-driven
symbolic prosody during the training of HMM-based TTS sys-
tem improves the prediction of duration and pitch trajectories.

The effective utilisation of symbolic prosody within a TTS
system, however, requires to predict the symbolic prosody from
text.

Future investigations in this direction will be aimed to cre-
ate a statistically based predictor of symbolic prosody from text
but tuned on the specific acoustic parameters of the TTS corpus.
Such predictor will be trained on signal-driven prosodic labels
extracted from the speech corpus with AuToBI (or with a dif-
ferent signal-driven prosody tool), and it can be implemented
as a classifier that uses as input the linguistic features extracted
from text. If the accuracy of the classifier will be precise enough
then it will be able to better represent the prosody in the corpus
with respect to the classical predictor that only uses text. Subse-
quently the improvement described in the this work can be ap-
plied to every text input, and the benefit of a speaker-dependent
symbolic prosody classifier (i.e. built with data from a single
speaker) will be to make it possible for the statistical models to
better fit the prosodic style of that particular speaker.
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